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The suprachiasmatic nuclei (SCN), the central circadian pacemakers
in mammals, comprise a multiscale neuronal system that times
daily events. We use recent advances in graphics processing unit
computing to generate a multiscale model for the SCN that
resolves cellular electrical activity down to the timescale of in-
dividual action potentials and the intracellular molecular events
that generate circadian rhythms. We use the model to study the
role of the neurotransmitter GABA in synchronizing circadian
rhythms among individual SCN neurons, a topic of much debate
in the circadian community. The model predicts that GABA sig-
naling has two components: phasic (fast) and tonic (slow). Phasic
GABA postsynaptic currents are released after action potentials,
and can both increase or decrease firing rate, depending on their
timing in the interspike interval, a modeling hypothesis we ex-
perimentally validate; this allows flexibility in the timing of
circadian output signals. Phasic GABA, however, does not signif-
icantly affect molecular timekeeping. The tonic GABA signal is
released when cells become very excited and depolarized; it changes
the excitability of neurons in the network, can shift molecular
rhythms, and affects SCN synchrony. We measure which neurons
are excited or inhibited by GABA across the day and find GABA-
excited neurons are synchronized by—and GABA-inhibited neurons
repelled from—this tonic GABA signal, which modulates the syn-
chrony in the SCN provided by other signaling molecules. Our
mathematical model also provides an important tool for circadian
research, and a model computational system for the many multi-
scale projects currently studying brain function.
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Animals time daily events with endogenously generated ∼24-h
(circadian) rhythms. Although circadian rhythms are gen-

erated intracellularly through transcription-translation feedback
loops, organism-level timekeeping in mammals is coordinated by
a neuronal network of around 20,000 neurons located in the
suprachiasmatic nuclei (SCN) of the anterior hypothalamus.
Among the many neurochemicals of importance for synchroni-
zation of tissue-level rhythms and intercellular signaling in the
SCN (1, 2), γ-aminobutyric acid (GABA) is the only neuro-
transmitter that is produced and received by all or nearly all SCN
neurons (3, 4). Nevertheless, the role of GABA in the SCN is
still not well understood. Although GABA-elicited postsynaptic
currents (PSCs) are generally hyperpolarizing (inhibitory) in
most parts of the brain, in the SCN they can also be depolarizing
(excitatory) (5–11), with a receiving cell’s response to GABA
dependent on its intracellular chloride concentration (11). The
fraction and location of the GABA-excited SCN neurons is still
debated. GABA is able to synchronize SCN rhythms (4) and is
necessary for the synchronization of SCN subregions after dis-
ruption by light (12), phase shifts of the light/dark cycle (8, 13),
or the compromising of molecular rhythms (14). Other studies
have found, however, that GABA actively opposes synchrony by
injecting jitter into rhythms (6), and that blocking GABA re-
ceptors increases synchrony in SCN slices (15), and peak firing
rates, rhythm amplitude, and precision of cultured SCN neurons

(16). Thus, the work of well-respected laboratories seems to
produce opposite results on whether the primary signal in the SCN
acts to synchronize, desynchronize, inhibit, or excite SCN neurons.
To investigate the role of GABA in the SCN, we use an in-

tegrative approach combining experiments and mathematical
modeling. Despite numerous modeling studies (17–21), with
some even describing GABA (22, 23), no model has yet been
able to resolve the effects of GABA on their natural timescale of
milliseconds in understanding circadian timekeeping. We use
advances in computing on graphics processing units (GPUs) to
simulate the billions of GABA PSCs that occur daily within the
SCN. Our model builds on published and validated detailed
molecular clock (24, 25) and electrophysiology models (26) to
create a model of the SCN network that is able to resolve the
molecular events generating intracellular rhythms and the elec-
trical activities of each cell in the network down to individual
action potentials. We show how this model, combined with novel
physiological data, can resolve much of the controversy sur-
rounding GABA in the SCN. Our work also shows the impor-
tance of detailed modeling of the brain, which has received much
recent attention.

Results
Model Formulation. In a previous study, we used a detailed model
of the molecular clock in a single cell (24) as the basis for a
multicellular SCN model with intercellular signaling through the
neuropeptide vasoactive intestinal peptide (VIP) (25). Here, we
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greatly extend the multicellular model to make it multiscale by
including each cell’s electrophysiological activity, coupling be-
tween the molecular clock and electrical activity within each cell,
and GABAergic signaling between the cells in the network. The
connections between each of these components within a model
cell are shown in Fig. 1, and are explained in detail in Materials
and Methods and SI Appendix.
Briefly, molecular-clock phase (determined by E-box activity)

controls two potassium channel conductances (gKCa and gK−leak)
leading to circadian variation in the resting membrane voltage
and electrical activity of the cell. Membrane voltage can be
further increased or decreased because of GABA signaling, with
the polarity dependent on the GABA reversal potential (EGABA)
of the cell. Membrane voltage affects intracellular calcium con-
centrations, which can cause Period 1 and 2 (Per1 and Per2)
transcription via activation of the cyclic AMP-response element
(CRE) through phosphorylation of the CRE-binding protein
(CREB). In simulations including VIP, VIP is assumed to be
released only by ∼10% of the ventral SCN neurons. In these
cells, VIP release is assumed to be dependent on intracellular
calcium. VIP is assumed to diffuse quickly across the SCN and is
received by all cells, because all cells express its receptor VIP
receptor 2 (VPAC2) (27). After its release, VIP binds to extra-
cellular VPAC2 receptors leading to CREB phosphorylation and
subsequent Per transcription. Finally, the activity of the VPAC2
receptor is inhibited by cytosolic cryptochrome (CRY) protein
(28). With these extensions, we are able to resolve all of the
billions of action potentials and GABAergic PSCs in the SCN
network in each simulated day, and study the effects of GABA
signaling on SCN timekeeping. The details of the computational
methods used to simulate the model on GPUs can be found in
SI Appendix.

Effect of GABA Signaling on SCN Neuron Electrical Activity. We first
use the model to predict the response of individual SCN neurons
to GABA-induced PSCs. Our model makes an interesting pre-
diction that goes against the prevailing thinking about the SCN

(29, 30). In particular, we find that inhibitory PSCs given early in
the interspike interval (ISI) can shorten the ISI and actually
speed up firing. In contrast, inhibitory PSCs lengthen the ISI and
slow down firing when presented at later phases during the ISI.
Although the magnitude of this effect depends on the time of
day, the trend is consistent throughout the daytime.
To test this prediction, we apply 10-pA hyperpolarizing (in-

hibitory) current pulses, 60 ms in duration (simulating ∼10 PSCs,
a typical number seen during an ISI, presented simultaneously)
to SCN neurons and measure the change in ISI caused by the
pulses as described in Materials and Methods. Data for a sample
neuron are shown in Fig. 2A. All data are grouped into 10 bins
and plotted on top of the model predicted phase-response curve
(PRC) in Fig. 2B. Our simulated PRC generated before the
experiment match the data surprisingly well. In particular, we see
that inhibitory pulses given shortly after an action potential shorten
the length of the ISI, whereas pulses given later in the cycle tend to
increase the length of the ISI, validating our hypothesis.

Experimental Measurement of the Spatial Distribution of Excited and
Inhibited Cells. The type of response of a cell to GABA is de-
pendent on the chloride equilibrium potential of the cell
(EGABA), which is a function of the cell’s intracellular chloride
concentration. To estimate the relative GABA equilibrium po-
tentials of cells in the SCN, we measure relative intracellular
chloride levels by applying MQAE [N-(ethoxycarbonylmethyl)-6-
methoxyquinolinium bromide] to acute SCN slices and measure
fluorescence with a confocal microscope (Fig. 3A). MQAE is
quenched by chloride, so the intracellular chloride concentration
is assumed to be inversely proportional to the amount of fluo-
rescence measured. A calibration of chloride quantification us-
ing MQAE can be found in SI Appendix, Fig. S1. Fluorescence is
averaged over cell-sized regions (Fig. 3B) and used to estimate
relative EGABA values across our model SCN (Fig. 3C), as de-
scribed in Materials and Methods, which we scale to lie in a range
between −32 and −80 mV, corresponding to chloride intracellular
concentrations of roughly 47 mM and 7 mM, respectively, as has
been previously reported (5, 10). Our own estimation of the in-
tracellular chloride concentration and corresponding chloride re-
versal potential from 286 randomly selected cells from an SCN
slice (SI Appendix, Fig. S1) finds chloride reversal potentials con-
sistent with this range and distribution (between −70 and −40 mV).
We find that our estimated EGABA values are roughly normally
distributed (Fig. 3D) across the SCN, but that there is a spatial bias
with more cells with higher EGABA in the dorsal SCN than in the
ventral. The spatial distribution of relative chloride levels does not
change over time (SI Appendix, Fig. S2). These findings suggest
that subsets of cells are excited or inhibited throughout the entire
circadian day, and the rest may change polarity as their resting
membrane potential rises and falls above EGABA.

Predicted Consequences of Spatial Heterogeneity in GABA Signaling.
Using the distribution of EGABA from Fig. 3C, we simulate a
network of 1,024 SCN neurons coupled through GABA alone.
All molecular-clock parameters are taken from DeWoskin et al.
(25) and additional electrophysiological parameters are from
Diekman et al. (26). Heterogeneity is included in all parameters
by drawing them from normal distributions with means equal to
the fit values and SDs 2% of the means, representing unbiased
heterogeneity between cells. Surprisingly, we find that GABA
signaling seems to maintain some synchrony in the SCN, par-
ticularly within the GABA-excited subpopulation. Cells in the
network that are strongly excited by GABA are better synchro-
nized and have higher amplitude rhythms (Fig. 3E). Summaries
of the circadian electrical activities over a single day for three
sample cells are shown in Fig. 3 F–H, represented as the range of
voltages attained by each cell continuously throughout the day.
These cells have EGABA values such that they are always inhibited

Fig. 1. Interactions between components of the SCN model. The full SCN
model contains both a detailed molecular-clock model as well as a conduc-
tance-based electrophysiology model of the dynamics of each cell in the
network. The connections between these components are highlighted here.
The molecular-clock state, determined by E-box activity, influences the
permeability of KCa and K−leak channels. These drive changes in membrane
voltage, which affect intracellular calcium concentrations. Both calcium and
VIP can lead to activation of CREB, causing transcription of Per1 and Per2.
Calcium also causes release of VIP in VIP-producing cells. The activity of the
VPAC2 receptor is inhibited by CRY. GABA can lead to excitation or in-
hibition of membrane voltage depending on EGABA.
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by GABA (−80 mV), inhibited at some times of day and excited
at others (−60 mV), and always excited by GABA (−32 mV),
respectively. These three cells represent the continuum of elec-
trical activities seen in the model, with the trend that excitation
by GABA can drive neurons to higher resting membrane volt-
ages and consequently hyperexcitation, including the depolarized
low-amplitude membrane oscillation and depolarized states that
were described in Belle et al. (31). The model predicts that this
causes higher amplitude rhythms in intracellular calcium (SI
Appendix, Fig. S3), which can increase transcription and cause
the higher amplitude molecular rhythms previously noted; this
also leads to the hypothesis that GABA signaling could affect the
synchrony of molecular rhythms by driving resting membrane
voltage and consequently intracellular calcium rhythms.
The model predicts that because GABA signaling changes the

firing activities of individual cells, it will also impact GABA re-
lease. To explore this idea, we compare the profile of GABA
release across 1 day for the three cells shown in Fig. 3 F–H
(plotted in SI Appendix, Fig. S4). Cells release large bursts of
GABA after each action potential. This type of GABA release is
termed phasic, and leads to the PSCs commonly described ex-
perimentally. During depolarization block, on the other hand, a
very low level of GABA is predicted to be released at a roughly
constant rate, lasting for some cells up to 4 or 5 h (SI Appendix,
Fig. S4C). The magnitude of this release is less than 5% of the
amplitude of GABA released after an action potential, but it is
sustained over time. This type of sustained GABA release is
similar to the tonic GABA release that has been seen experi-
mentally in a variety of neuronal systems (32, 33) but not fully
explored in SCN neurons.

Tonic but Not Phasic GABA Signaling Effectively Shifts Molecular
Rhythms. To compare the effects of tonic and phasic GABA
signaling on SCN neurons, we applied specific GABA time
courses to simulated cells with GABA equilibrium potentials
ranging between −80 and −32 mV. The first GABA stimulus
used was a regular 10-Hz phasic GABA signal 5 h in duration,
applied every 24 h. This mimics the signal a cell could receive
from multiple upstream cells collectively firing 10 total action
potentials per second between them, for 5 h/d. This signal caused
no shift in the molecular rhythm of the downstream cell re-
gardless of its EGABA (Fig. 4A), and regardless of when the
window fell within the circadian day. The cells did not entrain to
the signal. The second GABA stimulus applied was a 5-h window
of tonic, low-amplitude GABA, given every 24 h, mimicking the
GABA released by upstream cells entering depolarization block
in the afternoon, e.g., around circadian time (CT) 3–8. Although

a similar level of GABA was released with both signals, the tonic
signal caused significant shifts in the molecular rhythms of the
downstream cells, and the direction of the shift depended on the
cell’s EGABA (Fig. 4B). Cells were entrained by this signal with a
fixed-phase relationship dependent on EGABA.
To characterize this entrainment, we measure the response of

individual SCN neurons in the network to this 5-h sustained
GABA time course by calculating the PRC of sample cells with
the most excitatory (EGABA = −32 mV) or most inhibitory
(EGABA = −80 mV) responses to this signal. The PRC, shown in
Fig. 4C, shows a stable steady state for the excited cells with the
pulse beginning at around CT3. This matches exactly the time
(∼CT 3–8) when the tonic GABA is predicted to be released,
when the excited cells enter the depolarized states (as in Fig.
3H), and also matches the phase of entrainment shown in Fig. 4B
for the most excited cells. Conversely, cells inhibited by GABA
have an unstable steady state at this time, flanked by regions of
greatest advance and delay. If the sustained GABA pulse begins
around this time, but not exactly at the steady state, cells will be
pushed toward either big advances or delays, depending on their
initial phase. The PRC predicts that the excited cells will stay
synchronized, whereas the inhibited cells will split with some
advancing and some delaying. Furthermore, it predicts that if this
sustained signal persisted and was strong enough, the inhibited
cells could synchronize as a secondary population antiphase to
the GABA-excited cells.

GABA Synchronizes Molecular Rhythms in Excited Cells. We find that
the distribution and percentage of cells within the network with
fixed GABA polarities seem to have the most significant effects on
synchrony of molecular rhythms. The cells that are always excited
by GABA release tonic GABA when they become depolarized,
and force cells that are strongly inhibited by GABA to shift
antiphase to the tonic GABA signal. To further explore this in
silico, we test idealized networks in which we consider only sub-
populations of cells that are excited or inhibited at all times of day.
For these populations, we fix the excited and inhibited GABA
equilibrium potentials to −32 mV and −80 mV, respectively and
vary the proportions of GABA-excited and GABA-inhibited cells
in the network. To standardize the comparison, we begin all
simulations with the same initial conditions and use three ran-
domly drawn parameter sets for each network type.
In accordance with our own (Fig. 3), as well as previous ex-

perimental data (6, 8), we begin with 40% of the cells, specifically
the dorsal shell region, excited by GABA, and the remaining 60%
inhibited by GABA. Starting with the cells in an initially
synchronized state, we simulate the network and monitor PER2
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Fig. 2. Effects of inhibitory pulses on SCN neuron firing activity. (A) Sample firing activity of an SCN neuron before and after the administration of a
hyperpolarizing pulse (time of pulse denoted by red dashed line). (B) The model predicted phase response curve (dark blue line) is plotted along with the
mean and SE of responses to inhibitory pulses given experimentally to SCN neurons (red), binned by phase of pulse initiation (for the electrophysiology model,
parameter R = 2). Both the model-predicted and experimentally determined responses show that the response to the pulse depends on when in the ISI it is
given, with pulses given shortly after the firing of an action potential shortening the ISI (as in A), whereas pulses given late in the ISI lengthen it.
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levels over time, as is often done experimentally. Fig. 5A shows
snapshots of PER2 rhythms on the 10th day of simulated time,
from which it is clear that the GABA-excited cells in the dorsal
shell have maintained better synchrony in comparison with the
GABA-inhibited ventral core where cells appear to be at all
phases. A movie of the full simulation can be found in Movie S1.
Raster plots from this video (Fig. 5B) clearly show that the cells
excited by GABA (sorted to the top of the raster plot) have higher
amplitude rhythms, and are better synchronized as one cluster,
whereas the cells inhibited by GABA (at the bottom) begin to free
run and desynchronize over time. This simulation agrees with the
role for GABA signaling in synchronizing the excited cells and
desynchronizing the inhibited cells proposed above.
The inhibitory GABA cells desynchronize from the synchro-

nized excitatory GABA population, and can achieve an opposite
phase if a strong enough signal is sent from the excitatory GABA
population. This is shown in a random network with a 60:40
proportion of excited to inhibited cells in Fig. 6A, and for an
80:20 excited:inhibited random network in SI Appendix, Fig. S5A.
Each of these simulations used a 10% random connectivity for

GABAergic synapses in the network, but consistent results are
also seen if a small-world connectivity is used. Additional raster
plots (SI Appendix, Fig. S5 B and C) with small-world connec-
tivity show that synchrony is maintained in the GABA-excited
population, but that the GABA-inhibited population does not
synchronize in antiphase. Because the number of connections
from the excited to the inhibited subpopulation is low in the
small-world networks, the tonic signal is not strong enough to
force the inhibited population to the antiphase configuration.
The process of this antiphase synchronization in a 60:40 excited:
inhibited random network is demonstrated in Fig. 6B, which
shows Rayleigh plots depicting the phases of mean PER2, cal-
cium, and firing-rate rhythms of the excited (blue) and inhibited
(red) populations on days 5, 10, and 20 after the beginning of the
simulation, relative to the phase of the mean PER2 level across
all cells (black). At 5 d the three rhythms are separated in phase,
with roughly the same phase relationships in both the excited and
inhibited populations. By day 10 the calcium rhythm in the
inhibited cells has shifted to be antiphase to that of the excited
cells, and by day 20 the phase of the PER2 rhythm in the
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inhibited cells has followed suit. Note that the firing-rate rhythms
of both populations are, however, still in phase. This illustrates
that the molecular, calcium and electrophysiological rhythms
need not show the same phase relationship.

The Combined Effects of VIP and GABA. VIP is a well-known SCN
intercellular signal and we have previously studied its role in

synchronizing the molecular clocks of SCN neurons (25). We
now use our integrated model, including cellular electrophysi-
ology and GABA signaling, to investigate the effects of having no
GABA or different balances between excitatory and inhibitory
GABA within the VIP-coupled SCN network. The subset of cells
that produce and release VIP is determined by immunohisto-
chemistry (SI Appendix, Fig. S6A) and denoted in the model SCN

Five hour 10 Hz GABA stimulus 

Circadian time (hours) 

Five hour tonic GABA stimulus 

Circadian time (hours) 

A B 

N
or

m
al

iz
ed

 P
ER

 2
 

N
or

m
al

iz
ed

 P
ER

 2
 

C 

0 4 8 12 16 20 24
−1.5

−1

−0.5

0

0.5

1

Inhibited Excited

PRC for 5 hour tonic GABA stimulus 

Time of stimulus initiation (CT) 

C
ha

ng
e 

in
 p

ha
se

 (h
ou

rs
) 

0 5 10 15 20 25 30
0

0.2

0.4

0.6

0.8

1

1.2

0 5 10 15 20
0

0.2

0.4

0.6

0.8

1

1.2

Fig. 4. Tonic but not phasic GABA causes shifts in PER2 rhythms, with different phasing depending on the cell’s GABA equilibrium potential. Cells with EGABA
ranging from −80 (red) to −32 (blue) are stimulated with 5 h of phasic GABA at 10 Hz (A) or low-level tonic GABA (B); GABA equilibrium potentials denoted by
colors as in Fig. 3C. PER2 rhythms for cells in A overlap, showing that 5 h of phasic GABA does not shift the molecular rhythms of any of the cells, and they do
not entrain to it regardless of when in the cycle it is given. Cells do shift to entrain to the tonic GABA stimulus with the phase relationships shown in B. The
timing and relative amplitude of the GABA stimulus are denoted by the black curve. (C) A PRC of strongly inhibited (EGABA = −80) and excited (EGABA = −32)
cells in response to the 5-h tonic GABA stimulus. Initial phase is defined as the time of the beginning of the stimulus and for each cell, circadian time is
determined relative to the peak in the cell’s PER2 protein levels, which is defined to be CT12.
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in SI Appendix, Fig. S6B in green. Raster plots from individual
simulations are shown in SI Appendix, Fig. S7. The combined
effects of VIP and GABA remove the clustering of the GABA-
inhibited or GABA-excited cells. Additionally, removing GABA
causes a tighter distribution of phases in agreement with Freeman
et al. (6) and Myung et al. (15). Most importantly, increasing the
concentration of excitatory GABA cells in the network yields a
larger phase distribution, in agreement with previous experimen-
tal results (Fig. 7) (8, 11, 12). These findings lead to the prediction
that the SCN can vary the fraction of cells with different GABA
polarities as a mechanism for regulating the degree of synchrony
in the network. Additionally, these differences affect the ability of
the SCN network to phase shift. Model-predicted PRCs for the
application of 5 h of tonic GABA to the SCN network are shown
in SI Appendix, Fig. S8. The PRCs match the shape and phasing of
the experimentally found PRC to the GABAA receptor agonist
muscimol (34), but differ in amplitude depending on the balance
of GABA-excited and -inhibited neurons.

GABA Controls Tissue-Level Electrical Activity. In addition to its ef-
fect on the synchrony of molecular rhythms, GABA has a strong
effect on electrical activity. In particular, changing the pro-
portion of excited to inhibited cells in the network changes the
amplitude and timing of firing-rate rhythms. An example video
showing the electrical activity of a network with a 40:60 balance
of GABA-excited:inhibited neurons at four circadian times is
provided in Movie S2. The model predicts that networks with
small fractions of excited cells will have a single peak in firing
rhythms around CT6, but networks with higher percentages of
excited cells can actually show a crepuscular firing pattern with
peaks around both dawn and dusk (Fig. 8A). This type of pattern
has been seen before experimentally in Per1::eGFP cells in mice
(31). This was also found when hamster SCN were sliced hori-
zontally (35, 36) but not coronally. Thus, our model provides a

possible explanation: horizontal slices of hamster SCN could con-
tain a higher fraction of GABA-excited neurons than coronal slices.
Separating out the contributions of the excited and inhibited

neurons in Fig. 8 B and C, respectively, we find that both subsets
can show either unimodal or bimodal firing patterns depending
on the balance of excited to inhibited neurons in the network. In
most networks, each subpopulation is more likely to have unimodal
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inhibited. These clusters increase in coherence as the percentage of excited cells is increased (SI Appendix, Fig. S5). (B) The formation of these clusters can be
seen in Rayleigh plots of the mean PER2 (solid line), calcium (dashed line), and firing rate (dotted line) rhythms for the excited (blue) and inhibited (red)
populations. At day 5, each of the three rhythms has the same phasing in both populations. By day 10, however, tonic GABA signaling pushes the inhibited
calcium rhythm to antiphase of the excited calcium rhythm, and by day 20, the PER2 rhythm has followed as well. All phases are relative to the total SCN PER2
protein rhythm (black), and are determined as the difference in hours between the trough of the rhythm and the trough of the global PER2 rhythm (positive
numbers are advanced and negative delayed).
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firing if it is in the majority, and drive neurons with the opposite
polarity to fire before or after this peak. The one exception is the
entirely excitatory network (100:0), which shows crepuscular firing.
These plots show that the timing of SCN firing rhythms can be
modulated by changing the excitation/inhibition balance in the
network, and thus can be shifted to have different phase relation-
ships relative to the molecular clock, without compromising syn-
chrony of the molecular rhythms.

Discussion
The model developed and tested here provides a framework for
studying the complex interactions between the molecular and
electrical activities of individual SCN neurons, as well as the
synchrony and phase relationships seen within the network. In
particular, it is the perfect tool for investigating the conflicting
hypotheses about the role of GABA signaling in the SCN. Here
we propose a new mechanism that could help to explain some of
the paradoxical results.
We find that GABA signaling in the SCN has two compo-

nents. Large quantities of GABA are released transiently fol-
lowing action potentials (phasic release). Additionally, a subset
of neurons becomes depolarized, and releases a sustained low
level of GABA (tonic release). The essential assumption of the
model that leads to this prediction is that GABA release is a
function of a neuron’s membrane voltage. This finding implies
that if cells become hyperexcited and depolarized enough, they
can release low levels of GABA even without firing action
potentials. Our model predicts, and experiments confirm, that
pulsatile GABA can both increase and decrease the firing of a
cell, depending on when during the ISI it is provided. As the
tonic GABA signal occurs both during the phases that increase
and the phases that decrease the ISI, and also occurs at a low
overall level, it does not significantly affect firing rate. However,
it does set the overall depolarization of a neuron, which our
model—as well as previous studies (26)—predicts will set the
intracellular calcium level, and can trigger transcription.
Remarkably, this process allows the electrical firing of a

neuron to become decoupled from its molecular rhythms. Tonic
GABA can affect the molecular circadian clock, but this signal,
we predict, comes only from a subset of neurons that have ach-
ieved a high level of depolarization. This depolarization could be
because of signaling from their internal molecular clock, de-
polarization from long-lasting neurotransmitters like glutamate,
which transmit information from the retina or GABA itself. The
phasic GABA signal, on the other hand, does not affect molec-
ular rhythms. We hypothesize that this could be important for
SCN output, as neurons in the SCN could fire action potentials
to transmit an output signal without shifting their own internal

timekeeping. Furthermore, it allows tonic and phasic GABA to
be separately regulated.
These results raise the interesting question of whether co-

ordinated firing or many phasic GABAergic signals could act like
the tonic GABA signal and shift the molecular clock. Although
theoretically many phasic GABA PSCs could accumulate to give
an effect similar to the tonic GABA signal, we find that the
number, frequency, and strength of these PSCs would have to be
much greater than that previously reported (29). Because of
GABA’s relatively fast clearance, it would require constant
stimulation by many upstream cells to obtain the same persistent
GABA levels produced by the tonic signal, but because of sparse
connectivity (6, 37) and irregular firing patterns (29), this does
not happen in the model. Interestingly, a recent study found
large phase shifts when many SCN neurons were optogenetically
stimulated in unison with an 8-Hz signal for 1 h to mimic the
firing of action potentials at 8 Hz (38). To study this in our
model, we incorporate a channelrhodopsin (ChR2)-like current
into our electrophysiological model, taking parameters from a
previously published model of optogenetic stimulation of ChR2
(39), and simulate this stimulus (details of the methods are given
in SI Appendix). Surprisingly, we find a PRC to this stimulus that
is remarkably close to that reported experimentally (SI Appendix,
Fig. S9). We find that the important difference between opto-
genetic stimulation and phasic GABA signaling lies in the du-
ration of the signal. The optogenetic stimuli each lasted 10 ms
and ChR2 has an estimated decay constant of 15 ms (39). The
phasic GABA pulse, on the other hand, lasted only about 5–6 ms
with a much shorter decay constant of 5.6 ms. Because ChR2
causes a more sustained increase in voltage and is directly per-
meable to calcium (40, 41), it causes a much greater increase in
intracellular calcium and is therefore effective in shifting the
molecular clock, whereas the phasic GABA signal is not. Thus,
although we find certain kinds of oscillatory electrical activity can
cause calcium influx and shift the molecular clock in a similar
way to the tonic GABA signal, the irregular firing of average
SCN neurons that causes phasic GABA release does not.
Using the tonic GABA signal, we predict that the GABA-

excited cells can work together to send off a synchronizing signal
to each other, and one that can push the phase of the inhibited
cells away. What matters most in generating a synchronizing
signal is the depolarization of the neuron, so factors besides
GABA are also important. If this signal arrives before the nor-
mal calcium rise in the cell (which begins around CT3), it will
advance the rhythm in excitatory cells, and delay it in inhibitory
cells. If it occurs after this calcium rise, the opposite will be seen.
As calcium is at low levels from dusk through midnight, GABA
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has less effect during these phases. This finding matches what is
seen in PRCs, and what is predicted by our model.
For these reasons, it is not surprising that another coupling

agent, VIP, is strongly active in the SCN. In the presence of VIP
and GABA, our model predicts the surprising result that has
been seen experimentally: that GABA can synchronize or
desynchronize neurons in a normally functioning SCN. We add
to this the fact that this effect is strongest when a combination
of excitatory and inhibitory GABA is present. Only inhibitory or
only excitatory GABA yields a more phase-synchronized SCN.
Surprisingly, small changes in the proportion of excited to in-
hibited cells can change the synchrony of the SCN, indicating
this balance could be tweaked for regulation of circadian rhythms.
In particular, this has interesting applications to the study of day-
length encoding in the SCN. Previous studies have shown an in-
crease in excitation in the SCN (11), and a reorganization of the
phases of SCN neurons in animals entrained under long days (12,
15, 42). These observations are both consistent with the model
predictions presented here, and are further explored in a com-
panion article using this model (43).
Our work presents a different view of synchronization in the

SCN that depends not only on the specific connectivity of the
network, but also depends highly on the form of the signal
produced. We propose that small subsets of SCN neurons (e.g.,
the 10% that release VIP or a small set of excitatory neurons)
are actually responsible for producing the signals that affect
synchrony. This is different from the hypothesis that all SCN
neurons contribute to synchrony, and that the large number of
neurons reduces noise (44, 45). We predict that potentially most
of the neurons in the SCN and the majority of the GABA sig-
naling (the phasic portion) do not contribute to synchrony (e.g., to
reduce noise), but instead generate a large variety of firing pat-
terns, including bimodal or crepuscular patterns, that are likely
important for the SCN output. The specifics and timing of neu-
ronal firing certainly depend on synaptic connectivity, but we find
that this firing does not affect synchrony. This provides a potential
answer to the question of how SCN neurons are able to show a
large variety of electrical activities and generate outputs for the
rest of the body without desynchronizing their own rhythms. Such
mechanisms are likely found in other parts of the brain and allow
neurons to change their molecular, gene expression or bio-
chemical state in response to some signals, while allowing neu-
ronal processing to simultaneously occur unhindered.

Materials and Methods
Model Formulation. The model presented here integrates previously pub-
lished detailed models of the molecular clock (24, 25) and electrophysiology
(26) of SCN neurons into an SCN network model. All SCN network simula-
tions presented use 1,024 cells. Because our measurements of EGABA values
and the VIP producing region come from SCN slices with slightly different
shapes, we chose a single SCN image as the model for our SCN grid, based on
figure 2 of ref. 27. We then found parameters for grid cells by overlaying the
grid on top of SCN slice measurements and choosing values from the closest
cells in the SCN slice. The grid is for visualization purposes only and not
representative of connectivity, which is described below, but rather is meant
to display behavior from representative cells across the SCN.

For full descriptions of all model components, see SI Appendix. The elec-
trophysiology and molecular-clock models are coupled together bidirec-
tionally. The phase of the molecular clock affects two ionic conductances
(gKCa and gK−leak as in ref. 26), with gKCa = 198.0/[1.0+exp(R)]+2.0 and gK−leak =
0.2/[1.0+exp(R)], where R = clk × 11.36 × (G − 0.25), where G is the activity of
the E-box and clk is a parameter that determines the strength of the in-
fluence of the molecular clock on the electrical activity of the cell (clk = 2.2).
Conversely, a cell’s electrophysiology affects its molecular clock through in-
tracellular calcium in two ways. First, in VIP-producing cells, VIP is assumed to
be released at a rate proportional to a cell’s intracellular calcium concentra-
tion: 6,000 × vpr × (Cac), where Cac is the cytosolic calcium concentration. This
is based on the assumption that exocytosis of VIP-containing vesicles is calcium
dependent, and also leads to the proper phasing of CRE activity. Second, cal-
cium can lead to the phosphorylation of CREB in a VIP-independent manner.

The updated ODE for CREB activity from ref. 25 becomes d(CREB)/dt =
6,500 × Cac + vs × cAMP − us × CREB. Only a subset of SCN neurons release
VIP (SI Appendix, Fig. S6B), and it is assumed to diffuse quickly across the
SCN so that the connectivity is some to all.

The model of GABA signaling is adapted from Ermentrout and Terman
(46). We set gGABA to 0.5 and KP to 3 mV to create postsynaptic currents of
the same magnitude and duration, as those seen in the SCN (29), and
changed VT to −20 mV. Additionally, we varied the GABA equilibrium po-
tential, EGABA, based on our chloride measurements using MQAE, as noted in
the text. Synaptic connectivity in the SCN is assumed to be sparse in accor-
dance with experimental data (6). All simulations presented here assume
10% random connectivity of GABAergic synapses unless otherwise noted.
The synaptic input to each cell is normalized by the number of upstream
connections that cell receives, so that the synaptic drive to each cell in the
network is on the same order regardless of the exact number of upstream
cells signaling to it. Full explanations of the models used, including a re-
production of the equations of the GABA signaling model, can be found in
SI Appendix.

All parameters for the molecular-clock model as well as two of the elec-
trophysiology parameters (ECa and clk) are drawn from a normal distribution
with means equal to the previously fit values (25, 26) and SD 2% of the
mean. This is done to allow for unbiased intercellular heterogeneity in
amplitude and period, and is based on previous estimates of biochemical
parameter heterogeneity in the SCN (14). The model is deterministic and
does not include intrinsic stochasticity, as has been done in some other
modeling studies (14, 47). Certainly much could be learned from studying
stochasticity in this context as well, but here we first study different types of
GABA signals generated by a heterogeneous population and their effects on
synchrony. Details on the numerical methods used for simulating the model
on GPUs and their accuracy can be found in SI Appendix (including SI Ap-
pendix, Figs. S10 and S11).

Hyperpolarizing Current Phase-Response Measurements. Electrophysiological
recordings were done as in Belle et al. (31). Experimental procedures were
carried out according to the provisions of the UK Animal (Scientific Pro-
cedures) Act 1986. Ten-picoamps hyperpolarizing current pulses, 60 ms in
duration, were applied to SCN neurons in acute mouse brain slices. The
GABAA receptor antagonist gabazine (29) was used to block the effects of
endogenous synaptic input. Only neurons that repetitively fired both before
and after the pulse were used. A cell’s characteristic ISI was measured as the
mean of the lengths of the four ISIs before each pulse. Change in phase was
determined as the difference in timing of the third subsequent spike after
the pulse and the predicted time of this spike if no pulse had been given
(three standard ISIs after the spike preceding the pulse).

MQAE Imaging of Intracellular Free Chloride Concentration. Wild-type C57BL/6J
mice (SLC Japan) were maintained under 12-h light and 12-h dark condi-
tions under constant environmental temperature. The animal experiment
protocols were approved by the Animal Research Committee of RIKEN Brain
Science Institute. Coronal brain slices of 140- to 150-μm thickness were
prepared from postnatal day 20- to 30-d-old mice using a vibratome (DSK
Japan) in ice-cold HBSS. The SCN was dissected from the slice under the
surgical microscope and transferred to the culture membrane (Millicell,
Millipore) in a sealed 35-mm dish containing 1 mL of DMEM culture medium
supplemented with B27 as in Myung et al. (15). One milliliter of the fluo-
rescent dye MQAE (Molecular Probes) was added to the medium and in-
cubated for 2–3 h at 37 °C. Time-lapse MQAE fluorescence images from the
SCN were obtained with a confocal microscope (FV1000, Olympus) under
sequential 405-nm and 488-nm excitations with Kalman filtering in ∼10
z-axis stacks through 10× and 20× objectives (Olympus). Images were saved
in TIFF format and later analyzed with ImageJ (NIH), Mathematica, and
Matlab. Time-lapse imaging was done in 30-min intervals, and the nuclear
signal from the green emission (from the 488-nm excitation) was used to
identify regions-of-interest where chloride was then estimated from the
blue emission (405-nm excitation).

Identification of VIP-Producing Cells. VIP immunostaining was performed on
SCN slices from animals pretreated with colchicine (10 μg/μK) by intra-
cerebroventricular injection and fixed-trough cardiac perfusion after pen-
tobarbital anesthesia. Cryosections of the SCN were prepared and immu-
nohistochemistry against VIP was performed as in Myung et al. (15). VIP
rabbit polyclonal antibody (ImmunoStar) was used at 1:1,000 dilution.
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